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## 1. Introduction

We determine the saturation class for the $L_{p}$-norms, $1 \leqslant p<\infty$, of the modified Bernstein operators $M_{n}$. These operators were first defined and studied by Durrmeyer [4] and later by Derriennic [1, 2, 3]. For a function $f \in L_{1}(I)$, with $I:=[0,1], M_{n} f$ is given by

$$
\left(M_{n} f\right)(x):=(n+1) \sum_{k=0}^{n} p_{n k}(x) \int_{I} p_{n k}(t) f(t) d t, \quad n \in \mathbb{N},
$$

where

$$
p_{n k}(x):=\binom{n}{k} x^{k}(1-x)^{n-k} .
$$

It will be shown that the operators $M_{n}$ have the same saturation order and class as the well known Kantorovic operators $P_{n}$ defined for a function $f \in L_{1}(I)$ by

$$
\left(P_{n} f\right)(x):=(n+1) \sum_{k=0}^{n} p_{n k}(x) \int_{I_{k}} f(t) d t, n \in \mathbb{N}, \quad I_{k}:=\left[\frac{k}{n+1}, \frac{k+1}{n+1}\right] .
$$

The saturation properties of the $P_{n}$ were investigated by Maier and Riemenschneider [6, 7, 8, 10].

For the proof of the direct theorem we use-as in [7, 10]-especially the $L_{p}$-approximation error for certain logarithmic functions. We were able to get the needed properties by using known estimates for the $L_{p}$-approximation error of the Kantorovič operators, theorems of Voronovskaja type for $L_{1}$-integrable functions, and by application of Lebesgue's dominated convergence theorem.

The main result of this paper will be that for $f \in L_{p}(I), 1 \leqslant p<\infty$,

$$
\left\|M_{n} f-f\right\|_{p}=O\left(\frac{1}{n+1}\right) \Leftrightarrow f \in S_{p}
$$

where for $f \in L_{p}(I), 1 \leqslant p \leqslant \infty, S_{p}$ is defined by

$$
\begin{gathered}
S_{p}:=\left\{f \left\lvert\, f(x)=k+\int_{y}^{x} \frac{h(t)}{t(1-t)} d t\right. \text { a.e. on } I, y \in(0,1), h(0)=h(1)=0,\right. \\
\left.h^{\prime} \in L_{p}(I) \text { for } 1<p \leqslant \infty, h \in B V(I) \text { for } p=1\right\} .
\end{gathered}
$$

## 2. $L_{p}$-Approximation of Certain Logarithmic Functions

In this section we will obtain estimates for the $L_{p}$-approximation error of log-functions. First we need the following Voronovskaja type result for $L_{1}$-integrable functions proved in [3].

Lemma 1.1. For $f \in L_{1}(I), f$ twice differentiable in a point $x \in(0,1)$, there holds

$$
\lim _{n \rightarrow \infty}(n+1)\left(M_{n} f-f\right)(x)=\left(x(1-x) f^{\prime}(x)\right)^{\prime} .
$$

We now prove an analogous result for the Kantorovič operators $P_{n}$.
Lemma 1.2. For $f \in L_{1}(I)$, $f$ twice differentiable in a point $x \in(0,1)$, there holds

$$
\lim _{n \rightarrow \infty}(n+1)\left(P_{n} f-f\right)(x)=\frac{1}{2}\left(x(1-x) f^{\prime}(x)\right)^{\prime} .
$$

Proof. Let $F(z):=\int_{0}^{z} f(t) d t$, then

$$
F^{\prime}(z)=f(z) \quad \text { a.e. in } I
$$

and

$$
F^{(k)}(x)=f^{(k-1)}(x) \quad \text { for } k=1,2,3 \text { as } f \text { is twice differentiable in } x .
$$

Consider now the Taylor formula

$$
\begin{align*}
F(t)= & F(x)+(t-x) F^{\prime}(x)+\frac{1}{2}(t-x)^{2} F^{\prime \prime}(x) \\
& +\frac{1}{3!}(t-x)^{3} F^{\prime \prime \prime}(x)+(t-x)^{3} r(t-x) \tag{1}
\end{align*}
$$

where

$$
|r(t-x)| \leqslant M \text { for } t \in I \quad \text { and } \quad \lim _{t \rightarrow x} r(t-x)=0
$$

Differentiating this formula with respect to $t$ we get a.e. in $I$

$$
f(t)=f(x)+(t-x) f^{\prime}(x)+\frac{1}{2}(t-x)^{2} f^{\prime \prime}(x)+\frac{d}{d t}\left((t-x)^{3} r(t-x)\right)
$$

Multiplying this by ( $n+1$ ) and taking the operator $P_{n}$ on both sides we get (see [9])

$$
\begin{aligned}
(n+1)\left(P_{n} f-f\right)(x)= & \frac{1}{2}(1-2 x) f^{\prime}(x) \\
& +\frac{1}{2} f^{\prime \prime}(x)\left[x(1-x) \frac{n}{n+1}-\left(x(1-x)-\frac{1}{3}\right) \frac{1}{n+1}\right] \\
& +(n+1)\left[P_{n}\left(\frac{d}{d t}\left((t-x)^{3} r(t-x)\right)\right)\right](x)
\end{aligned}
$$

In the following the last term in the sum on the right side will be denoted by $(n+1) E^{*}(n, x)$. Hence the proposition will be proved if we show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}(n+1) E^{*}(n, x)=0 \tag{2}
\end{equation*}
$$

Using the well known relation between the Kantorovič operator $P_{n}$ and the Bernstein operator $B_{n+1}$ (see [5, p. 30]),

$$
\frac{d}{d u}\left(B_{n+1} F\right)(u)=\left(P_{n} f\right)(u)
$$

and considering the result at the fixed point $x$, we get

$$
\begin{aligned}
(n+1) E^{*}(n, x)= & (n+1) \sum_{k=0}^{n+1}\left(\frac{k}{n+1}-x\right)^{3} r\left(\frac{k}{n+1}-x\right) \\
& \times\binom{ n+1}{k} x^{k-1}(1-x)^{n-k}(k-(n+1) x) .
\end{aligned}
$$

Consider now

$$
\begin{aligned}
(n+1) & x(1-x) E^{*}(n, x) \\
& =\frac{1}{(n+1)^{2}} \sum_{k=0}^{n+1} p_{n+1, k}(x)(k-(n+1) x)^{4} r\left(\frac{k}{n+1}-x\right) .
\end{aligned}
$$

Choosing $\varepsilon>0$, there exists a $\delta>0$ so that $|r(t-x)|<\varepsilon$ for all $|t-x|<\delta$ and we obtain

$$
\begin{aligned}
(n+1) & x(1-x)\left|E^{*}(n, x)\right| \\
\leqslant & \frac{1}{(n+1)^{2}}\left\{\sum_{|k /(n+1)-x|<\delta}(k-(n+1) x)^{4} p_{n+1, k}(x)\left|r\left(\frac{k}{n+1}-x\right)\right|\right. \\
& \left.+\frac{1}{(n+1)^{2}} \frac{1}{\delta^{2}} \sum_{|k /(n+1)-x| \geqslant \delta}(k-(n+1) x)^{6} p_{n+1, k}(x)\left|r\left(\frac{k}{n+1}-x\right)\right|\right\} \\
\leqslant & \frac{1}{(n+1)^{2}}\left\{\varepsilon \sum_{k=0}^{n+1}(k-(n+1) x)^{4} p_{n+1 . k}(x)\right. \\
& \left.+\frac{1}{(n+1)^{2}} \frac{M}{\delta^{2}} \sum_{k=0}^{n+1}(k-(n+1) x)^{6} p_{n+1, k}(x)\right\} \\
\leqslant & x(1-x) K\left\{\varepsilon+\frac{1}{n+1} \frac{M}{\delta^{2}}\right\}
\end{aligned}
$$

with a constant $K$ independent of $n$ and $x$. The last estimate follows by Lorentz's formulas (see [5, p. 14]).

From this we have (2) and the lemma is proved.
Note that we get from the above estimate

$$
\begin{equation*}
(n+1)\left|E^{*}(n, x)\right| \leqslant K, \tag{3}
\end{equation*}
$$

where $K$ is independent of $n$ and $x$ which will be used later.
For the analogous term referring to the operator $M_{n}$ we get the following result:

Lemma 1.3. Let $f \in L_{1}(I), f$ twice differentiable in a point $x \in(0,1)$. Then the following estimate holds.

$$
(n+1)|E(n, x)| \leqslant K\left[1+(x(1-x))^{-1 / 2}\right]
$$

with a constant $K$ independent of $n$ and $x$ and

$$
E(n, x)=\left[M_{n}\left(\frac{d}{d t}\left((t-x)^{3} r(t-x)\right)\right)\right](x),
$$

where $(t-x)^{3} r(t-x)$ is the same remainder term as in (1).
Proof. The proposition follows as a direct consequence of the estimates in [3]. Derriennic got by means of integration by parts

$$
\begin{aligned}
E(n, x)= & (n+1)\left(x^{n}(1-x)^{3} r(1-x)+(1-x)^{n} x^{3} r(-x)\right) \\
& -(n+1) \sum_{k=0}^{n} p_{n k}(x) \int_{I} p_{n k}^{\prime}(t)(t-x)^{3} r(t-x) d t
\end{aligned}
$$

Obviously the first term on the right side equals $O(1 /(n+1))$. The second term will be denoted by $e(n, x)$. There holds (see [3])

$$
\begin{align*}
& (x(1-x) n e(n, x))^{2} \\
& \quad \leqslant n^{3}\left[\sum_{k=0}^{n-1} p_{n+1, k+1}(x)((n+1) x-(k+1))^{2}\right]\left[\varepsilon^{2} S_{n 6}(x)+\frac{M}{\delta^{2}} S_{n 8}(x)\right], \tag{4}
\end{align*}
$$

choosing $\varepsilon$ and $\delta$ as in the proof of Lemma 1.2 and putting

$$
\begin{equation*}
S_{n m}(x):=\sum_{k=0}^{n-1} p_{n+1, k+1}(x) \int_{I} p_{n-1, k}(t)(t-x)^{m} d t \tag{5}
\end{equation*}
$$

Reference [3] gives us the estimate

$$
S_{n, 2 m}(x)=O\left(\frac{1}{n^{m+1}}\right)
$$

and by Lorentz's formulas (see [5, p. 14]) we have that the term in the first bracket on the right side of $(4)$ is bounded by $(n+1) x(1-x)$. By summarizing these results we get the proposition of Lemma 1.3.

We are now able to estimate the $L_{p}$-approximation error for certain logfunctions. From now on we define

$$
\begin{aligned}
g_{1}(t) & :=\ln (t), & & t \in(0,1], \\
g_{2}(t) & :=\ln (1-t), & & t \in[0,1), \\
g(t) & :=g_{1}(t)-g_{2}(t), & & t \in(0,1) .
\end{aligned}
$$

Lemma 1.4. Let $1 / q=(p-1) / p$ for $1 \leqslant p<\infty$ and $1 / q=1$ for $p=\infty$. Then the following statements are valid:
(i) $\left\|x^{1 / q}\left(M_{n} g_{1}-g_{1}\right)\right\|_{p}=O\left(\frac{1}{n+1}\right)$,
(ii) $\left\|(1-x)^{1 / q}\left(M_{n} g_{2}-g_{2}\right)\right\|_{p}=O\left(\frac{1}{n+1}\right)$,
(iii) $\left\|x^{1 / q}(1-x)^{1 / q}\left(M_{n} g-g\right)\right\|_{p}=O\left(\frac{1}{n+1}\right)$.

Proof. First we remark that

$$
\left\|x^{1 / q}\left(M_{n} g_{1}-g_{1}\right)\right\|_{p}=\left\|(1-x)^{1 / q}\left(M_{n} g_{2}-g_{2}\right)\right\|_{p}
$$

holds by a change of variables and transformation of the summation index. Furthermore (iii) is a direct consequence of (i) and (ii). So we only have to prove (i). We will deal explicitly with $p=1$ and $p=\infty$ using interpolation methods (see also [10]) for the remaining cases.
$p=1$. As $g_{1} \in L_{1}(I)$ and $g_{1}$ is twice differentiable in every point $x \in(0,1]$, we get from the result in [3] by putting in the terms of $g_{1}^{\prime}$ and $g_{1}^{\prime \prime}$

$$
\begin{aligned}
(n+1)\left(M_{n} g_{1}-g_{1}\right)(x)= & \frac{(n+1)}{(n+2)(n+3)}\left[-\frac{1}{x^{2}}+\frac{6}{x}-(n+9)\right] \\
& +(n+1) E(n, x)
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
M_{n}^{*}(x) & :=(n+1)\left[\left(M_{n} g_{1}-g_{1}\right)(x)-\frac{6(n+1)^{2}}{(n+2)(n+3)}\left(P_{n} g_{1}-g_{1}\right)(x)\right] \\
& =\frac{2 n(n+1)}{(n+2)(n+3)}+(n+1)\left[E(n, x)-\frac{6(n+1)^{2}}{(n+2)(n+3)} E^{*}(n, x)\right]
\end{aligned}
$$

By (3) and Lemma 1.3 we get

$$
\begin{equation*}
\left|M_{n}^{*}(x)\right| \leqslant K\left(1+(x(1-x))^{-1 / 2}\right)=: s(x) \quad \text { a.e. on } I . \tag{6}
\end{equation*}
$$

This means that there exists a function $s \in L_{1}(I)$ which bounds $\left|M_{n}^{*}(x)\right|$ independent of $n$ a.e. on $I$.

We are now able to change integration and taking the limit by use of Lebesgue's dominated convergence theorem,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left\|M_{n}^{*}\right\|_{1} \\
& \quad=\int_{I n \rightarrow \infty} \lim _{n}\left|(n+1)\left(M_{n} g_{1}-g_{1}\right)(x)-\frac{6(n+1)^{2}}{(n+2)(n+3)}\left(P_{n} g_{1}-g_{1}\right)(x)\right| d x \\
& \quad=\int_{I}\left|(1-2 x) \frac{1}{x}-x(1-x) \frac{1}{x^{2}}-3(1-2 x) \frac{1}{x}+3 x(1-x) \frac{1}{x^{2}}\right| d x=2 .
\end{aligned}
$$

Hence we get from the definition of $M_{n}^{*}$ and the fact that $\left\|P_{n} g_{1}-g_{1}\right\|_{1}=O(1 /(n+1))($ see $[10])$ the proposition for the case $p=1$

$$
\begin{aligned}
\left\|M_{n} g_{1}-g_{1}\right\|_{1} \leqslant & \left\|M_{n} g_{1}-g_{1}-\frac{6(n+1)^{2}}{(n+2)(n+3)}\left(P_{n} g_{1}-g_{1}\right)\right\|_{1} \\
& +\frac{6(n+1)^{2}}{(n+2)(n+3)}\left\|P_{n} g_{1}-g_{1}\right\|_{1}=O\left(\frac{1}{n+1}\right)
\end{aligned}
$$

Now we treat the case
$p=\infty$. We look at

$$
\left\|x\left(M_{n} g_{1}-g_{1}\right)\right\|_{\infty} \leqslant\left\|x\left(M_{n} g_{1}-g_{1}\right)\right\|_{\infty}^{[0,1 / 2]}+\left\|x\left(M_{n} g_{1}-g_{1}\right)\right\|_{\infty}^{[1 / 2,1]}
$$

Using the fact that $\left\|x\left(P_{n} g_{1}-g_{1}\right)\right\|_{\infty}=O(1 /(n+1))$ (see [10]) and the estimate (6) we obtain

$$
\begin{equation*}
\left\|x\left(M_{n} g_{1}-g_{1}\right)\right\|_{\infty}^{[0,1 / 2]}=O\left(\frac{1}{n+1}\right) \tag{7}
\end{equation*}
$$

Now we have to look at $x \in\left[\frac{1}{2}, 1\right]$.
By the same arguments as in the proof of Lemma 1.2 with the Taylor formula for $G(t):=\int_{0}^{t} g_{1}(z) d z$ we have

$$
\begin{aligned}
G(t)= & G(x)+(t-x) G^{\prime}(x)+\frac{1}{2}(t-x)^{2} G^{\prime \prime}(x) \\
& +\frac{1}{3!}(t-x)^{3} G^{\prime \prime \prime}(x)+\frac{1}{4!}(t-x)^{4} G^{\prime \prime \prime}(x)+(t-x)^{4} r(t-x),
\end{aligned}
$$

where

$$
|r(t-x)| \leqslant M, t \in[0,1] \quad \text { and } \quad \lim _{t \rightarrow x} r(t-x)=0 .
$$

Differentiating this with respect to $t$ and taking the operator $M_{n}$ on both sides we get by using the recursion formulas for

$$
\sum_{k=0}^{n} p_{n k}(x) \int_{I} p_{n k}(t)(t-x)^{s} d t, \quad s \in \mathbb{N}_{0}
$$

(see [2])

$$
(n+1)\left|\left(M_{n} g_{1}-g_{1}\right)(x)\right| \leqslant K+(n+1)|R(n, x)|
$$

with

$$
R(n, x):=\left[M_{n}\left(\frac{d}{d t}\left((t-x)^{4} r(t-x)\right)\right)\right](x) .
$$

We have used the fact that $x \in\left[\frac{1}{2}, 1\right]$ implies the boundedness of $\left|g_{1}^{(k)}\right|$ for $k=1,2,3$.

By the same arguments as in [3] we get

$$
\begin{aligned}
|R(n, x)| \leqslant & (n+1)\left|x^{n}(1-x)^{4} r(1-x)+(1-x)^{n} x^{4} r(-x)\right| \\
& +(n+1)\left|\sum_{k=0}^{n} p_{n k}(x) \int_{I} p_{n k}^{\prime}(t)(t-x)^{4} r(t-x) d t\right| \\
= & : r_{1}(x)+r_{2}(x)
\end{aligned}
$$

and $r_{1}$ is bounded by $K /(n+1), K$ independent of $n$ and $x$.
In an analogous way to [3] we obtain

$$
\begin{equation*}
\left(x(1-x) n r_{2}(x)\right)^{2} \leqslant n^{3}(n+1) x(1-x)\left[\varepsilon^{2} S_{n 8}(x)+\frac{M}{\delta^{2}} S_{n 10}(x)\right] \tag{8}
\end{equation*}
$$

$S_{n m}(x)$ defined as in (5).
Using the notation

$$
S_{n m}^{*}(x)=\sum_{k=0}^{n-1} \frac{1}{(k+1)(n-k)} p_{n-1, k}(x) \int_{I} p_{n-1, k}(t)(t-x)^{m} d t
$$

we have

$$
S_{n m}(x)=x(1-x) n(n+1) S_{n m}^{*}(x)
$$

and we can deduce by straightforward calculation the recursion formula

$$
\begin{aligned}
S_{n m}^{*}(x)= & \frac{1}{n+m}\left[x ( 1 - x ) \left(S_{n, m-1}^{* \prime}(x)\right.\right. \\
& \left.\left.+2(m-1) S_{n, m-2}^{*}(x)\right)+m(1-2 x) S_{n, m-1}^{*}(x)\right]
\end{aligned}
$$

and by estimating $S_{n 0}^{*}(x)$ and $S_{n 1}^{*}(x)$ we get

$$
\left|S_{n 8}(x)\right| \leqslant K_{1} \frac{x(1-x)}{n^{4}}, \quad\left|S_{n 10}(x)\right| \leqslant K_{2} \frac{x(1-x)}{n^{5}}
$$

the constants $K_{1}$ and $K_{2}$ being independent of $n$ and $x$.
From this we get with (8)

$$
\left(x(1-x) n r_{2}(x)\right)^{2} \leqslant(x(1-x))^{2}\left[K_{1} \varepsilon^{2}+K_{2} \frac{M}{\delta^{2} n}\right] .
$$

Hence $\left|r_{2}\right|=O(1 /(n+1))$.
Thus it follows that

$$
\left\|x\left(M_{n} g_{1}-g_{1}\right)\right\|_{\infty}^{[1 / 2.1]}=O\left(\frac{1}{n+1}\right)
$$

and taking account of (7) we have proved the case $p=\infty$. The cases $1<p<\infty$ now follow by using interpolation theory.

Now we possess the necessary tools for the proof of the main results.

## 3. Saturation of $M_{n}$

We first mention a direct theorem. We have proved the same estimates for log-functions concerning $M_{n}$ as they were given for $P_{n}$ in [7, 10].

Using the representation

$$
\left(M_{n} f\right)(x)=\int_{I} K(n, t, x) f(t) d t
$$

where

$$
K(n, t, x):=(n+1) \sum_{k=0}^{n} p_{n k}(x) p_{n k}(t)
$$

we are now able to show the direct result in the same way as in [10].
Theorem 2.1. Let $f \in L_{p}(I), f \in S_{p}$. Then the following result holds:

$$
(n+1)\left\|M_{n} f-f\right\|_{p} \leqslant\left[\begin{array}{ll}
C\left[\left\|f^{\prime}\right\|_{p}+\left\|h^{\prime}\right\|_{p}\right], & 1<p \leqslant \infty \\
C\left[\|h\|_{\infty}+\|h\|_{B V}\right], & p=1
\end{array}\right.
$$

$C$ denoting a constant independent of $n$ and $x$.
Proof. Using the representation

$$
f(t)-f(x)=x(1-x) f^{\prime}(x)(g(t)-g(x))+\int_{t}^{x}(g(u)-g(t)) d h(u)
$$

we get by applying the operator $M_{n}$, then taking $L_{p}$-norms on both sides and using Lemma 2 in $[10]\left(f \in L_{p}(I), f \in S_{p}, 1<p \leqslant \infty\right.$ implies $\left.f^{\prime} \in L_{p}(I)\right)$

$$
\begin{aligned}
\left\|M_{n} f-f\right\|_{p} \leqslant & \left\|\left[M_{n}\left(\int_{t}^{x}(g(u)-g(t)) d h(u)\right)\right](x)\right\|_{p} \\
& +\left[\begin{array}{ll}
\frac{C}{n+1}\left\|f^{\prime}\right\|_{p}, & 1<p \leqslant \infty \\
\frac{C}{n+1}\|h\|_{\infty}, & p=1
\end{array}\right.
\end{aligned}
$$

where we write the variable $x$ in the $L_{p}$-norm only for more clearness. Thus we now have to estimate the first term on the right side. Again we do this only for $p=1$ and $p=\infty$ using interpolation theory (see [10]) for the rest of the proposition.
$p=1$. By using Fubini's theorem and the fact that

$$
\operatorname{sgn}(g(u)-g(t))=\operatorname{sgn}(u-t)
$$

we get

$$
\begin{aligned}
& \int_{i}\left[M_{n}\left(\int_{t}^{x}(g(u)-g(t)) d h(u)\right)\right](x) \mid d x \\
& \quad \leqslant \int_{I}\left\{\int_{u}^{1}\left[M_{n}\left((g(u)-g(t))_{+}\right)\right](x) d x\right. \\
& \left.\quad+\int_{0}^{u}\left[M_{n}\left((g(t)-g(u))_{+}\right)\right](x) d x\right\}|d h(u)|
\end{aligned}
$$

We now show that the term in the curly bracket equals $O(1 /(n+1))$ which completes the proof for the case $p=1$.

For every function $f \in L_{1}(I)$ it is easily seen that there holds

$$
\int_{I}\left(M_{n} f-f\right)(x) d x=0 .
$$

As $(g(u)-g(x))_{+}=0$ for $u \leqslant x$, it follows that

$$
\begin{aligned}
0= & \int_{0}^{u}\left[\left[M_{n}\left((g(u)-g(t))_{+}\right)\right](x)-(g(u)-g(x))_{+}\right] d x \\
& +\int_{u}^{1}\left[M_{n}\left((g(u)-g(t))_{+}\right)\right](x) d x
\end{aligned}
$$

Thus

$$
\{\ldots\}=\int_{0}^{u}\left(M_{n} g-g\right)(x) d x \leqslant \int_{1}\left|\left(M_{n} g-g\right)(x)\right| d x=O\left(\frac{1}{n+1}\right)
$$

by Lemma 1.4(iii).
$p=\infty$. With analogous transformations as in [10] we get

$$
\begin{aligned}
& \left|\left[M_{n}\left(\int_{t}^{x}(g(u)-g(t)) h^{\prime}(u) d u\right)\right](x)\right| \\
& \quad \leqslant\left\|h^{\prime}\right\|_{\infty}\left\{-x\left[\left(M_{n} g_{1}-g_{1}\right)(x)\right]-(1-x)\left[\left(M_{n} g_{2}-g_{2}\right)(x)\right]\right\} \\
& \quad=\left\|h^{\prime}\right\|_{\infty} O\left(\frac{1}{n+1}\right)
\end{aligned}
$$

by use of Lemma 1.4(i), (ii).
The proof of the following inverse theorem for the cases $1 \leqslant p<\infty$ will be based on the investigation of special sequences of functionals.

Theorem 2.2. Let $f \in L_{p}(I), 1 \leqslant p<\infty$, and

$$
\left\|M_{n} f-f\right\|_{p}=O\left(\frac{1}{n+1}\right)
$$

Then for the function $f$ there holds $f \in S_{p}$.
Proof. We first look at the case
$p=1$. Let $f \in L_{1}(I)$ with $\left\|M_{n} f-f\right\|_{1}=O(1 /(n+1))$ and $\left(L_{n}\right)_{n \in \mathbb{N}}$ a sequence of linear functionals defined for all $\varphi \in C(I)$ by

$$
\begin{equation*}
L_{n}(\varphi):=\int_{I}(n+1)\left(M_{n} f-f\right)(x) \varphi(x) d x \tag{9}
\end{equation*}
$$

We now prove two propositions about their convergence.
Proposition 2.2.1. For all $\varphi \in C^{2}(I)$ there holds

$$
\begin{equation*}
\lim _{n \rightarrow \infty} L_{n}(\varphi)=\int_{I} f(x)\left(x(1-x) \varphi^{\prime}(x)\right)^{\prime} d x=: L(\varphi) \tag{10}
\end{equation*}
$$

Proof. By [2, Lemma III.3, Theorem II.5] we have for all $\alpha, \beta \in L_{1}(I)$ the symmetric relation

$$
\int_{I}\left(M_{n} \alpha\right)(x) \beta(x) d x=\int_{I} \alpha(x)\left(M_{n} \beta\right)(x) d x
$$

and for all $\varphi \in C^{2}(I)$,

$$
\lim _{n \rightarrow \infty}(n+1)\left(M_{n} \varphi-\varphi\right)(x)=\left(x(1-x) \varphi^{\prime}(x)\right)^{\prime}
$$

uniformly on $I$.
Using these facts we get

$$
\begin{aligned}
\lim _{n \rightarrow \infty} & (n+1) \int_{I}\left(M_{n} f-f\right)(x) \varphi(x) d x \\
& =\lim _{n \rightarrow \infty}(n+1) \int_{I}\left(M_{n} \varphi-\varphi\right)(x) f(x) d x \\
& =\int_{I} f(x)\left[\lim _{n \rightarrow \infty}(n+1)\left(M_{n} \varphi-\varphi\right)(x)\right] d x \\
& =\int_{I} f(x)\left(x(1-x) \varphi^{\prime}(x)\right)^{\prime} d x
\end{aligned}
$$

and Proposition 2.2.1 is proved.

Proposition 2.2.2. For all $\varphi \in C(I)$ there exists a subsequence $\left(L_{n_{k}}\right)_{k \in \mathbb{N}}$ of $\left(L_{n}\right)_{n \in \mathbb{N}}$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} L_{n_{k}}(\varphi)=\int_{I} \varphi(x) d h(x)=: L^{*}(\varphi) \tag{11}
\end{equation*}
$$

where $h \in B V(I)$ and $h(0)=h(1)=0$.
Proof. As $\left\|M_{n} f-f\right\|_{1}=O(1 /(n+1))$, we get

$$
\left|L_{n}(\varphi)\right| \leqslant\|\varphi\|_{\infty}(n+1)\left\|M_{n} f-f\right\|_{1} \leqslant K\|\varphi\|_{\infty}
$$

with a constant $K$ independent of $n$. Thus the sequence $\left(L_{n}\right)_{n \in \mathbb{N}}$ is uniformly bounded.

By Riesz's representation theorem there exists for every $L_{n}$ a unique $h_{n} \in B V N(I)$ such that

$$
L_{n}(\varphi)=\int_{I} \varphi(x) d h_{n}(x) \text { for all } \varphi \in C(I) \quad \text { and } \quad\left\|L_{n}\right\|=\bigvee_{0}^{1}\left(h_{n}\right)
$$

where $h \in B V N([a, b])$ if $h$ is of bounded variation on $[a, b]$ and $h(a)=0$. We show that

$$
h_{n}=(n+1)\left(\bar{M}_{n} f-F\right)
$$

where

$$
F(x)=\int_{0}^{x} f(t) d t
$$

and

$$
\left(\bar{M}_{n} f\right)(x):=(n+1) \sum_{k=0}^{n} \int_{0}^{x} p_{n k}(t) d t \int_{i} p_{n k}(t) f(t) d t
$$

We have

$$
\frac{d}{d x}\left((n+1)\left(\bar{M}_{n} f-F\right)\right)(x)=(n+1)\left(M_{n} f-f\right)(x)
$$

and $(n+1)\left(\bar{M}_{n} f-F\right) \in B V N(I)$ as $\bar{M}_{n} f$ is a polynomial of degree $n, F$ is an absolutely continuous function on $I$, and $\left(\bar{M}_{n} f\right)(0)=F(0)=0$. Therefore $h_{n}=(n+1)\left(\bar{M}_{n} f-F\right)$ as $h_{n} \in B V N(I)$ is unique.

From

$$
\int_{I} p_{n k}(t) d t=\frac{1}{n+1}
$$

we get $h_{n}(1)=0$. We have $\left\|L_{n}\right\|=\bigvee_{0}^{1}\left(h_{n}\right)=\left\|h_{n}\right\|_{B V}$ uniformly bounded and $\left|h_{n}(x)\right|=\left|h_{n}(x)-h_{n}(0)\right| \leqslant\left\|h_{n}\right\|_{B V}$.

Hence by two theorems of Helly and Bray (see [11, Theorem 16.3, Theorem 16.4]), there exists a subsequence $\left(L_{n_{k}}\right)_{k \in \mathbb{N}}$ so that

$$
\lim _{k \rightarrow \infty} L_{n_{k}}(\varphi)=\int_{I} \varphi(x) d h(x), \quad h \in B V(I), h(0)=h(1)=0
$$

and Proposition 2.2 .2 is proved.
From (10) and (11) we now have for all $\varphi \in C^{2}(I)$

$$
\begin{equation*}
\int_{I} f(x)\left(x(1-x) \varphi^{\prime}(x)\right)^{\prime} d x=\int_{I} \varphi(x) d h(x) \tag{12}
\end{equation*}
$$

where $h \in B V(I), h(0)=h(1)=0$.
This is the same equation as in Maier's proof for the $L_{1}$-saturation of the Kantorovič operators (see [7, (14)]). Hence

$$
f(x)=k+\int_{y}^{x} \frac{h(t)}{t(1-t)} d t \quad \text { a.e. on } I, k \in \mathbb{R}, y \in(0,1)
$$

and the case $p=1$ is proved.
We now look at
$1<p<\infty$. Let $f \in L_{p}(I)$ with $\left\|M_{n} f-f\right\|_{p}=O(1 /(n+1))$ and for $\varphi \in L_{q}(I)$ consider the sequence of functionals defined in (9).

The equality (10) still holds true and we get by Hölder's inequality

$$
\left|L_{n}(\varphi)\right| \leqslant(n+1)\left\|M_{n} f-f\right\|_{p}\|\varphi\|_{q} \leqslant K\|\varphi\|_{q} \quad \text { for all } \quad \varphi \in L_{q}(I)
$$

as $\left\|M_{n} f-f\right\|_{p}=O(1 /(n+1))$. This implies the uniformly boundedness of the sequence $\left(L_{n}\right)_{n \in \mathbb{N}}$.

As every ball of $L_{q}^{*}(I)$ is weakly*-compact, there exists a subsequence $\left(L_{n_{k}}\right)_{k \in \mathbb{N}}$ which is weakly*-convergent to a functional $L^{*}$ in $L_{q}(I)$. The representation theorem for bounded linear functionals in $L_{q}(I)$ gives us the existence of a function $h \in L_{p}(I)$ such that

$$
\begin{equation*}
L^{*}(\varphi)=\int_{I} h(x) \varphi(x) d x \tag{13}
\end{equation*}
$$

Now (10) equals (13) for all $\varphi \in C^{2}(I)$ and we have

$$
\begin{equation*}
\int_{I} f(x)\left(x(1-x) \varphi^{\prime}(x)\right)^{\prime} d x=\int_{I} \varphi(x) h(x) d x \tag{14}
\end{equation*}
$$

The same equation was obtained by Maier in his proof for the $L_{p^{\prime \prime}}$ saturation of the Kantorovic operators [8, (8)]. Hence $f \in S_{p}$ and the theorem is proved.

Theorems 2.1 and 2.2 now give a global saturation result for the operators $M_{n}$ and we see that they have the same saturation order and class as the Kantorovič operators.
The trivial class follows as a direct consequence of the above proofs as the solutions of the homogeneous parts of the integral Eqs. (12) and (14).

Corollary 2.3. For $f \in L_{p}(1), 1 \leqslant p<\infty$, there holds

$$
\left\|M_{n} f-f\right\|_{p}=o\left(\frac{1}{n+1}\right) \Leftrightarrow f=k \quad \text { a.e. on } I \text { where } k \in \mathbb{R} .
$$
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